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▪ Is the fish intelligent? 
▪ Where is the intelligence?

5Dead Fish Swimming

Flexible/Fast  
Changing  

Parameters

Rigid/Slow  
Changing  
Parameters

Brain Body

Morphology
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Vision: “ba” 
Audio: “ba”

"McGurk Effect”. Hearing lips and seeing voices, McGurk & MacDonald, Nature 1976 . 

Vision: “va” 
Audio: “ba”

Multimodality



Za
m

ir

8

For sensory fusion / better inference

Apple

For self-supervision

Cross-Modal Learning

▪ “Six Lessons from Babies”, 
Smith&Gasser’05: 
▪ Multiple overlapping and 

time-locked sensory 
systems enable the 
developing system to 
educate (“supervise”) 
itself.

Roles of Multimodality in Learning
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Flamingo,, Alayrac et al, 2022.

VLM (Vision-Language Model)
~ (RGB-Text chatbot)
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…

Any-to-Any 
Multimodal 

Model 

…

Core function: Predict anything from anything

The world
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MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022

CROSS-MODAL MASKING

Cross-Modal Masked Modeling
MultiMAE: Multi-Modal Multi-Task Masked Autoencoders



124M

Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023.

▪ Re-designed architecture: format compatibility, tokenization, randomized token subset training. 
▪ Scaled up: tens of modalities. Data and model size to billions scale. Training length trillions of tokens.

https://4m.epfl.ch/ 

https://4m.epfl.ch/
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Input Prediction



18Probing the learned 
model

Probing the learned representation. We can probe what representations 4M learned either by133

performing transfers to various downstream tasks or manipulating parts of the input and observe how134

4M predicts some readout modality. Concretely, we perform these representation probes by keeping135

the entire input fixed and manipulating only a single aspect of it.136

Figure 11: Probing 4M representations: In this example, we condition the generation on several
bounding boxes. For each of the generations inside the blue cells, we keep all bounding boxes fixed,
except for one (marked in red shade), which we move around and resize. Depending on where the
bounding box is placed, 4M implicitly infers the semantic and geometric properties of the object. For
example, placing a bicycle bounding box in front of a bed bounding box generates a real bicycle,
while placing it above generates pictures of bicycles.

Figure 12: Probing 4M representations: Here, we condition the generation on segmentation maps
in which we manipulate a single segment and keep all others fixed. 4M creates plausible generations,
no matter what class the segment was changed to.

10
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Caption input

a photo of a 
bedroom, studio 
light 

Bounding box input

Frame-by-frame  
Predictions

Probing the learned 
model
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Bounding box input

Probing the learned 
model
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model

RGB prediction RGB prediction    (with 
polygon overlay)Changing SAM polygon input

Fixed caption                     
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mountains inside a 
bedroom

color palette
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Classifier-free diffusion guidance. Ho and Salimans. ArXiv 2022.

Caption input

Depth

Fixed weight

🔒  2.0

Varying  
weight

Stronger geometric 
conditioning

an oil painting of 
a blue flower

Negative geometric 
conditioning

Weak geometric 
conditioning

multi-modal guidance & weighting
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Classifier-free diffusion guidance. Ho and Salimans. ArXiv 2022.

multi-modal guidance & weighting
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29LLM Co-Training/Representation

Fine-grained multimodal conditioning control

Probing with grounded generation

Steerable multimodal data generation from metadata

Caption input: a metallic blue sphere to the left of a yellow box made of felt

Caption input:
two football
players warming
up on the pitch

Caption input:
a picture of two
astronauts in a
lush jungle

Caption input:
a painting of two
greek philosophers
walking on an old
street

Caption input:
a painting of two
clowns walking on
the street with
skyscrapers

Caption input:
a colorful painting
of bride and
groom walking
down the aisle

Caption input:
an oil painting of
two shepherds on
a mountain
meadow

Caption input:
a sketch of business
people walking in the
corridor of a modern
office building

Caption input:
a minimalist
sketch of two stick
figures

Polygon input RGB generation Caption
input RGB generation

Caption
input:
a picture of
a Swiss
mountain
scene

Caption
input
a bowl of
soup on a
wooden
table

SAM edges
input

a winter
ride with
family

riding a
blue car at
sunset

a historical
photo of a
classic car

Metadata
input:

Human pose
input:

Walkability # humans # SAM
instances

Occlusion
score

Original
resolution Contrast

10%

40%

80%

1

4

20

3

30

200

10%

25%

85%

64x64

256x256

2048x2048

15%

60%

90%
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4M-21 shows improved text understanding capabilities
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https://4m.epfl.ch/ 

https://4m.epfl.ch/
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Normals 

specialist

Depth 

specialist

Segmentation

specialist

CLIP

Detection 

specialist• Start from image-text pairs


• Use pseudo labeling networks to 
generate aligned binding data

Caption

dog on a walk 
with guardian

RGB
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https://omnidata.vision/demo/
Omnidata, ICCV’21.  
3D Common Corruptions CVPR’22.
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Out-of-the-box evaluation

• The multitask learning aspect works well-> 
one effective network for 100s of tasks.
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Out-of-the-box evaluation

Multimodal transfer

Unimodal transfer

• Long-way to go in terms of transfer/emergence.

• The multitask learning aspect works well-> 
one effective network for 100s of tasks.

Quantitative comparisons
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4M with co-training with LLM/T54M without co-training with LLM/T5

Text Prompt: a giant gorilla at the top of the Empire State building.
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Test-Time 
Compute
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Solving a task via 
coding 
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ViperGPT: ViperGPT: Visual Inference via Python Execution for Reasoning 
 https://viper.cs.columbia.edu/ 

https://viper.cs.columbia.edu/
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ViperGPT: ViperGPT: Visual Inference via Python Execution for Reasoning 
 https://viper.cs.columbia.edu/ 

https://viper.cs.columbia.edu/
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ViperGPT: ViperGPT: Visual Inference via Python Execution for Reasoning 
 https://viper.cs.columbia.edu/ 

https://viper.cs.columbia.edu/


Solving a task via 
coding 
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Codex: Evaluating Large Language Models Trained on Code. OpenAI
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Noam Brown
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Noam Brown
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Towards Reasoning in Large Language Models: A Survey: Huang & Chang. 2023
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Noam Brown
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Cross-Modal Learning
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Cross-Modal Learning

Learn from the entire world/internet 
with few modalities

Learn from the test space only 
with rich modalities 

▪ Limit the world to the test space and 
“overfit” to it. 

▪ Can we perfectly solve vision there?
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• Test-Space Training (TST): Investigates the role of  
• 1) specialization, in contrast to generalization.  
• 2) internet data in training (multimodal) FMs. 



Test-Space Training

1. Data Collection

Multimodal Data

Test Space
2. Pre-training

Self Supervised 
Pre-training

Test Space

4. Deployment3. Transfer
External Dataset

Transferring  
(the Pre-trained 

Model)

Detection 
Transferred 

Model

Semantic 
Segmentation

Object 
Detection

Image 
Captioning

Test Space

 
A room with a white 
armchair and pillow 
positioned in the corner, 
a plant on a small stand 
beside it, and a large 
mirror on the right wall.


Captioning 
Transferred 

Model

Segmentation 
Transferred 

Model
Multimodal Sensory Data Additional (Optional) modalities



Experimental results 
In Scannet++, Replica, THOR

On semantic segmentation, detection, captioning.

53

Scannet++1

1. Yeshwanth et al. 2023
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Semantic Segmentation  
Vs. internet-based generalists 

Input Ground Truth Test-Space Training (Ours)

4M-21DINOv2 CLIP
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Semantic Segmentation  
Vs. task specialists 

Test-Space Training (Ours) Mask2FormerGround TruthInput
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Input Ground Truth Test-Space Training (Ours) CLIP

4M-21 ViTDet Scratch DINOv2

Detection



Quantitive comparison  
Semantic Segmentation
• TST outperforms internet based generalists[1,2,3], and task specialists[4,5].

CLIP1 DINOv22 4M-213 Task 
Specialist4 TST-MM

m
Io

U
5

12

19

26

33

40
Replica

1. Radford et al. 2021 
2. Squab et al. 2023 
3. Bachmann*, Kar*, Mizrahi* et al. 2024 
4. Cheng et al, 2022 57

m
Io

U

5
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26

33

40
Scannet++



Adaptation
Adapt a pre-trained generalist vs. train from scratch 

Ta
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13

26

39

52

65

Semantic Segmentation Object Detection Image Captioning

4M-211 TST-MM  
(Adapted from 4M-211)

TST-MM  
(from scratch)

1. Bachmann*, Kar*, Mizrahi* et al. 2024



Analysis
Analysis 1. Is “specialization” actually happening? 



Evaluate

Created by Kukuh Wachyu Bias
from the Noun Project

Created by IYIKON
from Noun Project

Created by Siti Zaenab
from Noun Project

45.19

51.69

42.05

29.38 38.20

39.1735.68

35.86 29.32

Pre-training
Created by Kukuh Wachyu Bias
from the Noun Project

Created by IYIKON
from Noun Project

Created by Siti Zaenab
from Noun Project

60

(Semantic Segmentation mIoU)

Analysis
Analysis 1. Is “specialization” actually happening? 
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Analysis
Analysis 2. Specialization-generalization tradeof

`Pre-training

Training spaces

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by IYIKON
from Noun Project

Created by IYIKON
from Noun Project

Created by syahruni
from Noun Project

Created by Suwarjo
from Noun Project

Created by uma
from Noun Project

Test spaces

Created by Kukuh Wachyu Bias
from the Noun Project

Created by Kukuh Wachyu Bias
from the Noun Project



Analysis
Analysis 3. How much external data is the test-space data worth?
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Pre-training

Created by Kukuh Wachyu Bias
from the Noun Project

Created by Kukuh Wachyu Bias
from the Noun Project

Test-Space Training

Pre-training

Created by Kukuh Wachyu Bias
from the Noun Project

External data  
IID non-test spaces

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by Siti Zaenab
from Noun Project

Created by IYIKON
from Noun Project

Created by IYIKON
from Noun Project

Created by IYIKON
from Noun Project



Analysis
Analysis 4. What about other self-supervised objectives? 

1. Data Collection

Multimodal Data

Test Space
2. Pre-training

Self Supervised 
Pre-training

Test Space

4. Deployment3. Transfer
External Dataset

Transferring  
(the Pre-trained 

Model)

Detection 
Transferred 

Model

Semantic 
Segmentation

Object 
Detection

Image 
Captioning

Test Space

 
A room with a white 
armchair and pillow 
positioned in the corner, 
a plant on a small stand 
beside it, and a large 
mirror on the right wall.


Captioning 
Transferred 

Model

Segmentation 
Transferred 

Model
Multimodal Sensory Data Additional (Optional) modalities



1. Data Collection

Multimodal Data

Test Space
2. Pre-training

Self Supervised 
Pre-training

Test Space

4. Deployment3. Transfer
External Dataset

Transferring  
(the Pre-trained 

Model)

Detection 
Transferred 

Model

Semantic 
Segmentation

Object 
Detection

Image 
Captioning

Test Space

 
A room with a white 
armchair and pillow 
positioned in the corner, 
a plant on a small stand 
beside it, and a large 
mirror on the right wall.


Captioning 
Transferred 

Model

Segmentation 
Transferred 

Model
Multimodal Sensory Data Additional (Optional) modalities

Pre-training

Evaluate

53.3

47.7

46

46.8

Created by Kukuh Wachyu Bias
from the Noun Project

Created by Kukuh Wachyu Bias
from the Noun Project

TST-DINO

Created by IYIKON
from Noun Project

Created by IYIKON
from Noun Project

42.68

41.71

36.27

40.12

Created by Kukuh Wachyu Bias
from the Noun Project

Created by Kukuh Wachyu Bias
from the Noun Project

Evaluate

Pre-training

TST-MAE

Created by IYIKON
from Noun Project

Created by IYIKON
from Noun Project

Analysis
Analysis 4. What about other self-supervised objectives? 
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TST-MM

SAM  
Edges

All  
Modalities

Re
la

tiv
e 

Pe
rfo
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(%
)

40

52

64

76

88

100

Imagebind Detection

Dropped modality

RGB  
only

Depth CLIP    Semantic 
  Segmentation

Surface  
Normals

Canny  
Edges

RGB-Only TST-MM  
drop 1 modality

Analysis
Analysis 5. Is one modality doing most of the job? 
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Token-based generation

68

Common way to perform generation:

Stage 1: Train tokenizer with autoencoding objective
Image

Tokenize Detokenize

Reconstruction

Tokens



Token-based generation

69

Common way to perform generation:

Stage 1: Train tokenizer with autoencoding objective
Image

Tokenize Detokenize

Reconstruction

Tokens

Stage 2: Perform next-token prediction on image tokens

Flatten
?

Next-token prediction



Token-based generation
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Common 2D grid tokenizers images represented with a fixed number of tokens, 
regardless of complexity.

Raster 2D-grid 
tokens with 
autoregressive 
decoding

Flexible-length 
1D token 
sequences with 
autoregressive 
decoding

... ... ... ... ... ... ... ...

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

...

FlexTok

golden retriever

golden retriever

Raster 2D-grid 
tokens with 
autoregressive 
decoding

Flexible-length 
1D token 
sequences with 
autoregressive 
decoding

... ... ... ... ... ... ... ...

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

...

FlexTok

golden retriever

golden retriever

e.g. 256x256 pixels e.g. 256x256 pixels
e.g. 16x16 tokens e.g. 16x16 tokens



Token-based generation

71

Common 2D grid tokenizers images represented with a fixed number of tokens, 
regardless of complexity.

Raster 2D-grid 
tokens with 
autoregressive 
decoding

Flexible-length 
1D token 
sequences with 
autoregressive 
decoding

... ... ... ... ... ... ... ...

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

...

FlexTok

golden retriever

golden retriever

Autoregressive generation is performed ~patch-by-patch.
Raster 2D-grid 
tokens with 
autoregressive 
decoding

Flexible-length 
1D token 
sequences with 
autoregressive 
decoding

... ... ... ... ... ... ... ...

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

...

FlexTok

golden retriever

golden retriever

Raster 2D-grid 
tokens with 
autoregressive 
decoding

Flexible-length 
1D token 
sequences with 
autoregressive 
decoding

... ... ... ... ... ... ... ...

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

...

FlexTok

golden retriever

golden retriever



72[Le Taureau, Pablo Picasso]

Abstraction — Compression
Do we need to model every detail, all the time?



FlexTok overview
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Classical 2D grid tokenizers

Tokens represent 
local image 
information



FlexTok overview
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Classical 2D grid tokenizers

Tokens represent 
local image 
information

FlexTok 1D flexible length tokenizer
High-level 
semantics Details



FlexTok method

75

Overview

ViT Encoder with
Registers

Rectified Flow
Decoder

1 2 M M
VAE latents Noised latents

Predicted flow

Registers

Quantization
(FSQ)

Nested
dropout

1 2 3 4

1 2

Stage 1
FlexTok tokenizer training



FlexTok method
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Overview

ViT Encoder with
Registers

Rectified Flow
Decoder

1 2 M M
VAE latents Noised latents

Predicted flow

Registers

Quantization
(FSQ)

Nested
dropout

1 2 3 4

1 2

Stage 1
FlexTok tokenizer training

"a blue
porsche"

AR
Transformer

1S 2 3

21 3 4Autoregressive generation

using FlexTok tokens

Stage 2



FlexTok method
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Stage 1: Tokenizer training

ViT Encoder with
Registers

Rectified Flow
Decoder

1 2 M M
VAE latents Noised latents

Predicted flow

Registers

Quantization
(FSQ)

Nested
dropout

1 2 3 4

1 2



FlexTok reconstruction

256 tokens128 tokens64 tokens32 tokens16 tokens8 tokens4 tokens2 tokens1 token Original RGB

78

Specify a coarse-to-fine "visual vocabulary"



256 tokens128 tokens64 tokens32 tokens16 tokens8 tokens4 tokens2 tokens1 token Original RGB

FlexTok reconstruction

79

Specify a coarse-to-fine "visual vocabulary"



256 tokens128 tokens64 tokens32 tokens16 tokens8 tokens4 tokens2 tokens1 token Original RGB

FlexTok reconstruction

80

Specify a coarse-to-fine "visual vocabulary"



Autoregressive generation
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1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

golden retriever
(207)

volcano
(980)

flamingo
(130)

"A cutting board
topped with

bread, meat and
vegetables."

"A blue Porsche
356 parked in

front of a yellow
brick wall"

"a corgi's head
depicted as an
explosion of a

nebula"

Class-to-image



Autoregressive generation
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1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

golden retriever
(207)

volcano
(980)

flamingo
(130)

"A cutting board
topped with

bread, meat and
vegetables."

"A blue Porsche
356 parked in

front of a yellow
brick wall"

"a corgi's head
depicted as an
explosion of a

nebula"

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

golden retriever
(207)

volcano
(980)

flamingo
(130)

"A cutting board
topped with

bread, meat and
vegetables."

"A blue Porsche
356 parked in

front of a yellow
brick wall"

"a corgi's head
depicted as an
explosion of a

nebula"

Text-to-image



Autoregressive generation
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Adaptive conditioning alignment
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Autoregressive generation
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Adaptive conditioning alignment
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Autoregressive generation
Image generation with simple and complex prompts



86

Autoregressive generation
Image generation with simple and complex prompts



Scaling autoregressive generation
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AR Size : 49M 85M 201M 393M 679M 1.33B

• Prediction quality for first ~8 tokens is independent of model size


• Scaling AR model improves quality and alignment when predicting >32 tokens
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Benchmarking popular multimodal FMs
How well does GPT-4o understand vision?

88

https://fm-vision-evals.epfl.ch/ 
How Well Does GPT-4o Understand Vision? Evaluating Multimodal Foundation Models on Standard Computer Vision Tasks, 
Ramachandran, Garjani, Bachmann, Atanov *,  Kar *, Zamir *. arxiv 2025.  

GPT-4o predictions

https://fm-vision-evals.epfl.ch/
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How to extract a non-textual task from chatbots?
e.g., semantic segmentation from chatGPT?

89

Superpixel 1 Multi-Scale Pyramid

Sky

Superpixel 1  
Predicted Class

MFM

Superpixelate

Input Image

Specify the class of the 
object in this superpixel

Input Prompt

Superpixel 2 Multi-Scale Pyramid

Locomotive

Superpixel 2  
Predicted Class

MFM
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Predictions 
(GPT-4o)

90
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Predictions 
(GPT-4o)
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The results 92

Key Takeaways 

• Not state-of-the-art but respectable 
generalists.

• Stronger at semantic tasks than 
geometric tasks.

• GPT-4o outperforms other models across 
most tasks. 

Classification 
(Accuracy↑)

Object  
Detection 
(AP@0.5↑)

Segmentation 
(mIoU↑)

Grouping 
(mIoU↑)

Depth 
(   ↑)

Surface  
Normals  

(   ↑)
33

67

100

GPT-4o
Gemini 1.5 Pro
Claude 3.5 Sonnet
Qwen2-VL 72B
Llama 3.2
State-of-the-Art
State-of-the-Art + Chain

ρ 0.95

0.72

0.48

0

0.4

0.8

75

50

25

28

57

85

33

67

100
ρ

https://fm-vision-evals.epfl.ch/ 
How Well Does GPT-4o Understand Vision? Evaluating Multimodal Foundation Models on Standard Computer Vision Tasks, 
Ramachandran, Garjani, Bachmann, Atanov *,  Kar *, Zamir *. arxiv 2025.  92

https://fm-vision-evals.epfl.ch/


Za
m

ir

Summary 93

Image
metadata

Orig. res.: 512x512
Colorfulness: 35%
Contrast: 45%
Brightness: 60%
Saturation: 40%

…

RGB

Depth

Semantic
segmentation

CLIP features
(dense)

Surface
normals

DINOv2
features
(dense)

Canny edges

Bounding
boxes

Color palette

ImageBind
features
(dense)

SAM
instances

SAM edges

3D human
poses

Semantic
metadata

# Humans: 7
# Instances: 12
Objectness: 40%
Walkability: 40%
Clutter score: 75%

…

Geometric
metadata

Geometric
complexity: 55%
Occlusion score:

25%
…

DINOv2
features
(global)

ImageBind
features
(global)

Web text

Albany
International

Airport serves as
the major air
center for the
Capital Region,
Northeastern ...

Caption

Getting ready for
my flight!

T5-XXL
embeddings

Transformer
encoder

Transformer
decoder

Geometric modalities

Semantic modalities

Feature map modalities

Text modalities

Metadata modalities

RGB modalities Edge modalities

Global feature modalities

Any-to-any model

• 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023. 
• MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022 
• 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.
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Summary 94

▪ A scalable versatile               multi-
modal/Multi-task foundation model 

▪ Ultimate goal: a grounded world 
model. A “foundation”.

• Craik, Kenneth. The nature of explanation. Vol. 445. CUP Archive, 1967.

• 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023. 
• MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022

Image
metadata

Orig. res.: 512x512
Colorfulness: 35%
Contrast: 45%
Brightness: 60%
Saturation: 40%

…

RGB

Depth

Semantic
segmentation

CLIP features
(dense)

Surface
normals

DINOv2
features
(dense)

Canny edges

Bounding
boxes

Color palette

ImageBind
features
(dense)

SAM
instances

SAM edges

3D human
poses

Semantic
metadata

# Humans: 7
# Instances: 12
Objectness: 40%
Walkability: 40%
Clutter score: 75%

…

Geometric
metadata

Geometric
complexity: 55%
Occlusion score:

25%
…

DINOv2
features
(global)

ImageBind
features
(global)

Web text

Albany
International

Airport serves as
the major air
center for the
Capital Region,
Northeastern ...

Caption

Getting ready for
my flight!

T5-XXL
embeddings

Transformer
encoder

Transformer
decoder

Geometric modalities

Semantic modalities

Feature map modalities

Text modalities

Metadata modalities

RGB modalities Edge modalities

Global feature modalities

Any-to-any model
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Summary 95

▪ A scalable versatile               multi-
modal/Multi-task foundation model 

▪ Ultimate goal: a grounded world 
model. A “foundation”. 

▪ (Long-form) Video understanding

• 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023. 
• MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022 
• 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.

Shen et al., 2023
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Summary 96

▪ A scalable versatile               multi-
modal/Multi-task foundation model 

▪ Ultimate goal: a grounded world 
model. A “foundation”. 

▪ (Long-form) Video understanding 
▪ Learning in higher-level spaces

• 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023. 
• MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022 
• 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.
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▪ A scalable versatile               multi-
modal/Multi-task foundation model 

▪ Ultimate goal: a grounded world 
model. A “foundation”. 

▪ (Long-form) Video understanding 
▪ Learning in higher-level spaces 
▪ Physical/MM self-supervision

• 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023. 
• MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022 
• 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.
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▪ A scalable versatile               multi-
modal/Multi-task foundation model 

▪ Ultimate goal: a grounded world 
model. A “foundation”. 

▪ (Long-form) Video understanding 
▪ Learning in higher-level spaces 
▪ Physical/MM self-supervision 
▪ Multimodal in-context learning 
▪ Reasoning 
▪ Co-training  
▪ Inducing emergence

• 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurIPS 2023. 
• MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022 
• 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.
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https://4m.epfl.ch/ 
https://visual-morphology.epfl.ch/  
https://viper.epfl.ch/  
https://amirzamir.com/ 
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