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=P7L Logistics

B CS-503: Visual Intelligence

Week | Date Item

Num.

1 2002 |-lecture 1

2a [2502 |-lecture 2

20 |27.02 |[-lecture3

32 |0403 |[-lectured

3 |0803 |-lectures

42 [11.03  |-lecture 6 (+ Q8A)
[ [ros [ vomsomons ntebockassgomentave |
4b 13.03 - lecture 7

5a [1803 |-lecture 8

5b (2008 |[-lectured

6a (2503 |-lecture 10

6b (2703 | -lecture 11 (+ Q&A)

- lecture 15 (+ Matchmaking session)

7a  [01.04 -lecture 12
70 |03.04 | -lecture 13
8a |0804 |-lecture 14
8 (1004

- all subsequent sessions from 15.04 onwards are for Q8A

- Final project presentation Part |

29.05

- Final project presentation Part ||
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=L Dead Fish Swimming

B CVPR'24 Computational Design

Zamir

= |s the fish intelligent?
= Where is the intelligence?

e - T \
s \

| g
Brain X Body

{ o

Flexible/Fast | Rigid/Slow
Changing ‘ Changing
Parameters Parameters

SHMNS /|0 phology e




=PFL. Other modalities:
olfactory

B CS-304

vomeronasal organ

nasal chamber
(nose)

nostril

odor molecules

o

Zamir



=PFL Multimodality

Zamir

Vision: “va” Vision: “ba”
Audio: “ba” Audio: “ba”

"McGurk Effect”. Hearing lips and seeing voices, McGurk & MacDonald, Nature 1976 .



©

EPFL Roles of Multimodality in Learning

Zamir

For sensory fusion / better inference For self-supervision

Cross-Modal Learning

S Touch :
\ Vision <' ) Touch
/ Apple 3 N
Vision

Lidar (light detection and ranging)

GPS (global positioning system)

Rear Camera .

= “Six Lessons from Babies”,
Smith&Gasser’05:

« Multiple overlapping and
time-locked sensory
systems enable the
developing system to
educate (“supervise”)
itself.
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=prL VLM (Vision-Language Model) |
~ (RGB-Text chatbot)

a very serious cat.

Output: text
. Pretrained and frozen oS
Trained from scratch
[ ="
———————
Perceiver Perceiver
R ler R ler
=
I

Processed text

a-th GATED XATTN-DENSE

1st GATED XATTN-DENSE

[ <image> This is a very cute dog.<image> This is

Interleaved visual/text data

Input Prompt

( # Completion ]

This is a very cute dog. This is
|
(3]
This is a cityscape. It looks
@q-/ = like Chicago,
= S © What makes you think this is
- This is & &:m of two teddy Chicago? (2]
ol _ This is an apple with a sticker 1 think it’s Chicago becausc
What arc they doing? € ™ on it of the Shedd Aquarium in the
o Ty e having s What does the siickes say? 5 ackonind
conversation.
[ The sticker says "iPod”.
‘What object are they using?
ST What is the common thing Whese s the photo taken?
& G Shioat hices tice jomper ;1 1t looks fike it's taken in & ™
SIS | & IS ey What abo S ? Which 2
i 2<% ut this one? Wi
[ Yes, itis surprisisg. What is the difference be- Do you think it is prinsed or city s this and what famous
Why is this pictuse surprising tween these three images? & handwriticn? landmark helped you recog-
ajoct The first ane is & cartoon, the % 1t looks like it's handwritten, nise the city? ]
ink itis surpeising because second onc is a real flamingo, doc i icker? ‘This is Tokyo. 1 think it
lmm‘.::s e asually and the third one is 0 3D W oo ¢ howicken 'lbkyo’becwyszofnn‘rv;y;
& found on the moon. [ model of a flamingo. 7 1t's white. ™ Towe.

Flamingo,, Alayrac et al, 2022.

W a flamingo.
i 2-; I;s ;he This is & shibu. They are found
S i ‘They are very Thisis in the
A T:a’;kou" popular in Japan. Caribbean and
7 South America.
D ——————
What is the title Where is this ;
of this painting? painting Vs iz e amas
Answer: The displayed? :m(y“;:; Arles.
Hallucinogenic Answer: Louvres Ansp 2
Tareador, Muscum, Paris. L
=]
Output: Output: - z 5
“Underground” "Congress” Outpra; Soglomes
[
)
2+1= g S+6=11 Ix6=18
OWPUT A —_—
%|  propaganda
poster depicting a Outpat: A pink A portrait of
cat dressed as room with a Output: Salvador Dali
French emperor flamingo poal o with a robot
Napoleon float. head.
holding a piece
Les sanglots
lmdifmmms g Pour-qui #out cow Je suis un coeur
serpents qui
:‘::f:':l:' sifflent sur vos qul mz‘m’
tangueur 1étes?
MONOIONe.
pandas: 3 dogs: 2 giraffes: 4
T —
, my favourite
i % , my favorite Dreams from
I like reading play::laink:len 1 Book is my Father.
-
What happens to
the man after
hitting the ball? DETIM dovR.
Answer:

©

Zamir



=PFL Core function: Predict anything from anything

@ E)
1R
& &
Any-to-Any
) D Multimodal > D
, N Model
- \_ Y. >
The world



=PFL. Cross-Modal Masked Modelin
MultiMAE: Multi-Modal Multi-Task Masked Autoencoders

CROSS-MODAL MASKIN

Originalimages  Selected input patches

RGB

Transformer
encoder

Depth

- IIIIE,I'I—

v

Semantic

MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022

Zamir



Tokenization 4M multi-modal masked pre-training
Depth

Randomly sample
e ey R B S S R @ a fixed number of

12 2] 3 : target tokens
B 5 I6 \ Encoded tokens
7 8 9 T - 1 B EEEIEB o & £ c
1 1
D I N A N A A N N O A A A O O
i p N : p
1
]
2 & - 4M : 4M
45 6 1 Transformer - » Transformer
78 9 8 9 E encoder Mo decoder
1 L J .
Caption A B C !
a small conference
o pmm | 1 TTTEEEN PETttrtttt
1 ;orggf';éfasazda G ! 2 4 9 |5 Bkl MEEA A G 1|86 7] 2| e|ic] Dl REY B
i light blue wall : "
7 Bounding boxes ABC 1 ! Ra_ndomly sample :
ey ~RER oo a ixed mumber o oo tohans 1o saepmaices)

» Re-designed architecture: format compatibility, tokenization, randomized token subset training.
» Scaled up: tens of modalities. Data and model size to billions scale. Training length trillions of tokens.

Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023. https ://4m_epﬂ_ch/


https://4m.epfl.ch/

=PFL. modalities

RGB modalities

RGB Color palette Depth

u |
Crowe———

Edge modalities

Geometric modalities

Surface
normals

Feature map modalities

Semantic modalities

Bounding
boxes

Semantic
segmentation

SAM
instances

Global feature modalities

DINOv& ImageBind DINOv& ImageBind
SAMedges  Canny edges CLI(l(’igiastgres features features features features
(dense) (dense) (global) (global)
Text modalities Metadata modalities
; T8-XXL Image Semantic Geometric
Capt. : Web text
apson embeddings ebte metadata, metadata metadata,
Albany

Getting ready for
my flight!

International
Airport serves as
the major air
center for the
Capital Region,
Northeastern ...

Orig. res.: 512x512
Colorfulness: 35%
Contrast: 45%
Brightness: 60%
Saturation: 40%

# Humans: 7
# Instances: 12
Objectness: 40%
Walkability: 40%
Clutter score: 75%

Geometric
complexity: 55%
Occlusion score:

25%




ePFL Qut-of-the-box multi-task model -

a plate of no bake energy
bites with pecans and
coconut.

Caption Bounding Boxes Semantic Seg. Depth CLIP

original_width: 672,
original_height: 992,
caption_n_chars: 57,
caption n_words: 11,
caption_n_sentences: 1,
n_humans: 0,
n_sam_instances: 56,
n_coco_instances: 15,
coco_instance_diversity: 3,
colorfulness: 36. o0,
brightness: 137.
contrast: 53.34, atiration:
71.40, entropy: 9.00,
walkability: 0.00,
objectness: 0.98,
semantic_diversity: 4,
geometric_complexity: 0.12,
occlusion_score: 0.04

Human poses DINOv2 ImageBind Metadata

i

Texture Edges SAM Edges SAM instances Color Palette




Any-to-Any
generation




Any-to-Any
generation

RGB Caption  Bgunding mm&@m Digptth Hiymar Suitage cur DNON2 IhagsBint  Nistatitta @amwm m e n%{e
—H.,—‘/_'N

the view from the '?—. walkability: 0.08
top of <person> lo. complexity: 0.04

lookout | clutter score: 69




=PFL- Any-to-Any
generation

Prediction

[ewertend srct of 3 atvte bowt

o rexd gravy. skces. pass
| v chvcken winge an & wososs
| sartace

Dstacten




=PFL Probing the learned
model




=PFL Probing the learned
model




=PFL Probing the learned
model



=PFL Probing the learned
model

Bounding box input

Im |
Caption input

a photo of a
bedroom, studio
light

Frame-by-frame
Predictions




=PFL Probing the learned
model

Bounding box input

o v‘ﬂﬁmh“’ ’
Ly




=PFL Probing the learned ”
model

RGB prediction (with
polygon overlay)

Changing SAM polygon input RGB prediction

color palette

+ I

-+

Fixed caption

a framed painting of
mountains inside a
bedroom




=PFL Grounded generation

Conditionin

Caption input:
LA moonlight photo of a

lhospital. The moon is on left.

Generated images

Conditinin

Caption input:
A bow! with fish and
a bow! with rice.

Generated images

24



=PFL multi-modal guidance & weighting

Caption input

an oil painting of
a blue flower

Depth

Classifier-free diffusion guidance. Ho and Salimans.

Fixed weight

Varying
weight

ArXiv 2022.

Negative geometric
conditioning

<+

Weak geometric
conditioning

Stronger geometric
conditioning

[
L

Guidance weight: -1.00

25



=PFL multi-modal guidance & weighting

Generated images conditio

ned on captions
)

Positive Positive
Caption input: Caption input:
A bus on a snowy street. An alpine landscape.
Positive Positive
Caption input: Caption input:
A bus on a snowy street. An alpine landscape.
Negative Negative
Caption input: Caption in
Ye%ﬁw. o G?:ss. o
Generated images conditioned on capti
Positive Positive
Caption input: Caption input:
A bedroom. A dining table.
Positive Positive
Caption input: Caption input:
A bedroom. A dining table.
Negative Negative
Caption input: Caption input:
Bed. Chair.

Classifier-free diffusion guidance. Ho and Salimans. ArXiv 2022.




Multimodal retrieval

Any-to-RGB retrieval
Query Top-3 Retrievals

&
1

a bird’s eye view
of sunset shores
beach hotel




Multimodal retrieval

Any-to-RGB retrieval Any-to-any retrieval Multimodal retrieval
Top-3 Retrievals Top-3 Retrievals Query Top-3 Retrievals

b
!

ski season is coming|

ol
* :

k|
!

a fancy mansion

brightness: 30/255

a fancy mansion

v

brightness: 200/255

a fancy mansion

HRL

a bird’s eye view | =] details of the
of sunset shores - — - * neuschwanstein
beach hotel i ol - castle

v

brightness: 200/255
walkability: 75%




zPrL || M Co-Training/Representation

Caption input: a metallic blue sphere to the left of a yellow box made of felt

4M-7 (from caption)

Caption input: a black background with a large yellow circle and a small red square

4M-7 (from caption)

Caption input: a blue semi-truck and its trailer jumping over a row of motorcycles

4M-7 (from caption)

Caption input: a green pepper to the left of a red pepper

_/
A

4M-7 (from caption)

29



zPrL || M Co-Training/Representation

Caption input: a metallic blue sphere to the left of a yellow box made of felt

2!

4M-7 (from caption) 4M-21 (from caption)

Caption input: a black background with a large yellow circle and a small red square

4M-7 (from caption)

4M-21 (from caption)

Caption input: a blue semi-truck and its trailer jumping over a row of motorcycles

4M-7 (from caption)

L9058 I
4M-21 (from caption)

Caption input: a green pepper to the left of a red pepper

0

J)
~\

!
Wy

4M-7 (from caption)

4M-21 (from caption)

30
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Caption input: a metallic blue sphere to the left of a yellow box made of felt

"L LLM Co-Training/Representation

Caption input: a blue semi-truck and its trailer jumping over a row of motorcycles

2!

o |

T—f

=
0

L9058 I
4M-21 (from caption)

4M-7 (from caption)

4M-21 (from caption)

4M-21 (from T5-XXL emb.)

Caption input: a black background with a large yellow circle and a small red square

4M-7 (from caption)

(-]
()

4M-21 (from caption)

4M-7 (from caption)

Caption inpu

t: a green pepper to the left of a red pepper

4M-21 (from T5-XXL emb.)

o
O

4M-21 (from T5-XXL emb.)

?‘

Y
Wiy

L
U

4M-7 (from caption)

4M-21 (from caption)

4M-21 (from T5-XXL emb.)

31



=PFL Live Demo

nnnnn

RRRRR

https:/4m.epfl.ch/


https://4m.epfl.ch/

=PFL Pseudo
Labeling

« Start from image-text pairs

» Use pseudo labeling networks to
generate aligned binding data

Caption

dog on a walk

Detection
specialist

Normals
specialist

with guardian

Depth
specialist

v

v

Segmentation
specialist

CLIP

v

v

Zamir



£PFL Pseudo

Depth Estimation

Omnidata Depth MiDaS Depth Taskonomy Depth (x-TC)

Jpload your own image or click on | I

one of the sample queries below. Click Surface Normals Extracted from Predicted Depth

on the cube to use a random query

Input Image
e
-

Labeling

Depth -+ Normal Depth -+ Normal (MiDaS) Depth = Normal (X-TC)

(Omnidata)

image from previous uploads

S o

Venfication expeed. Check the chosibox

r ‘ I'm not a robot RCAFTTA

Surface Normal Estimation

Omnidata Normal Oasis Normal Taskonomy Normal (X-TC)

Y ——

https://omnidata.vision/demo/
Omnidata, ICCV’21.
3D Common Corruptions CVPR’22.

Zamir



=PFL Modalities

RGB modalities

RGB Color palette Depth

u |
Crowe———

Edge modalities

Geometric modalities

Surface
normals

Feature map modalities

Semantic modalities

Bounding
boxes

Semantic
segmentation

SAM
instances

Global feature modalities

DINOv& ImageBind DINOv& ImageBind
SAMedges  Canny edges CLI(l(’igiastgres features features features features
(dense) (dense) (global) (global)
Text modalities Metadata modalities
; T8-XXL Image Semantic Geometric
Capt. : Web text
apson embeddings ebte metadata, metadata metadata,
Albany

Getting ready for
my flight!

International
Airport serves as
the major air
center for the
Capital Region,
Northeastern ...

Orig. res.: 512x512
Colorfulness: 35%
Contrast: 45%
Brightness: 60%
Saturation: 40%

# Humans: 7
# Instances: 12
Objectness: 40%
Walkability: 40%
Clutter score: 75%

Geometric
complexity: 55%
Occlusion score:

25%




EPF

L Modalities

RGB modalities

Color palette

Edge modalities

SAM edges

Geometric modalities

Surface 3D human
poses

Depth

normals

Feature map modalities

Semantic modalities

Bounding
boxes

Semantic AM
segmentation instances

—

Global feature modalities

DINOvVR ImageBind DINOvVR ImageBind
Canny edges CLI(I;éiaébeu)res features features features features
. . (dense) (dense) (global) (global)
Text modalities Metadata modalities
Caption enTbBééQ(L s Web text Image Semantic Geometric
4 oy Orig. res.: 5124512 )
o e Coloriuiness. 35%| | # mstances. 12 oot o
Getling ready for ‘the major air Contrast: 45% Objectness: 40% | | goPeX: 5%
my fight! contor for the Brightness: 60% | | Walkabilty: 40% Vst
Capital Region, Saturation: 40% | [Clutter score: 75%
N | Nereastern -

Planned

BACK

FORWARD

IMU &
Motor control

36



P

L=
[

L Quantitative comparisons

Out-of-the-box evaluation

Method Normals | Depth | Sem. seg. T Inst. seg.T INIKKNNT 3D human KP |
Zz  Omnidata [ ] 225 0.68 X X X X
3 M2FB[] X X 45.7 X X X
£ SAM[I] X X X 329 X X
S DINOv2-BI4 [ 7] X X X X 82.1/93.9 X
2 ImageBind-H14 [ ] X X X X 81.1/94.4 X
& 4D-Humans [ ] X X X X X 81.3
OASIS [ ] 343 X X X X X
MiDaS DPT [ 1] X 0.73 X X X X
M2F-S [1Y] X X 44.6 X X X
M2F-L[1"] X X 48.0 X X X
HMR [ ] X X X X X 130.0
UnifiedlO-B [ ] 35.7 1.00 329 X X X
UnifiedlO-L [~ 7] 33.9 0.87 41.6 X X X
UnifiedlO-XL [ ] 31.0 0.82 443 X X X
UnifiedlO 2-L [ ] 37.1 0.96 38.9 X X X
UnifiedlO 2-XL [ ] 34.8 0.86 39.7 X X X
UnifiedlO 2-XXL [ ] 374 0.84 41.7 X X X
4M-7 B[] 21.9 0.71 433 X X X
Ours B 21.7 0.71 425 15.9 73.1/89.7 108.3
4M-7 L[] 215 0.69 472 X X X
Ours L 21.1 0.69 46.4 31.2 77.0/91.9 97.4
4M-7 XL [07] 20.6 0.69 48.1 X X X
Ours XL 20.8 0.68 48.1 32.0 78371924 92.0

* The multitask learning aspect works well->
one effective network for 100s of tasks.

Zamir



=PFL Quantitative comparisons '

£
©
Multimodal transfer h
NYUv2-S Hypersim ARKitScenes
mloU T mloU + AP
f . Method RGB RGB-D RGB RGB-D RGB RGRB-D
Out-of-the-box evaluation aM-7 B 566 575 402 439 403 465
Method Normals | Depth | Sem.seg. T Inst. seg. T INIKKNN®T 3D humanKP | Ours B 58.7 59.7 38.6 464 424 48.1
2 Omnidata[ ] 225 0.68 X X X X 4M-7 L 61.2 614 48.7 50.5 46.8 49.5
:;’ M2F-B [ 1] X x 457 X X X Qurs L 618 61.8 473 50.7 47.0 50.1
S DINOVZBIA 6] x X Y salas X a4-7 XL €1 612 486 S0 481 S0
g ImageBind-H14 [ 7] X X X X 81.1/94.4 X Ours XL  63.9 63.9 48.6 525 484 513
& 4D-Humans [ ] X X X X X 81.3
OASIS[|] 343 X X X X X
iDa$ 0.73 ;
Svona 8 g i e s : ! Unimodal transfer
M2F-L [ 1] X X 48.0 X X X
HMR [ ] X X X X X 130.0 Method Pre-training Enc. INIK ADE20K NYUv2-D ARKS
UnifiedlO-B [ ] 359 1.00 32.9 X X X data param. Acc.t  mloU? 5 acc.t  APP1
UnifiedlO-L ] 339 0.87 416 X X X
UnifiedlO-XL [ ] 31.0 0.82 443 X X X MAEB [ ] INIK 84.2 46.1 89.1 30.9
UnifiedlO 2-L [ ] 37.1 0.96 38.9 X X X i
Un:ﬁedlo AXLI ] U8 086 307 X e % DCIT.“I B[ ] IN21K 85.4 49.0 87.4 36.1
UnifiedO2XXL[ ] 374 084 417 X X X YuiMAE BTN IHIK soc 99 2
7 B0 575 o5 e 2 " = DINOv2B [ ] LVDI42M 86M 85.3 51.6 92.2 38.1
i 217 071 425 159 73.1789.7 108.3 4M-7 B[ ] CCI2M 84.5 50.1 92.0 40.3
2.7 L2 o5 5 v P r = 4M-7 B (Ours) COYO 84.4 494 91.4 38.6
AT ST 065 A 15 SROTS i Ours B CCI2M+COYO+C4 84.5 50.1 90.8 424
4M-7 XL [07] 20.6 0.69 48.1 X X X MAEL [ "] INIK 86.8 51.8 93.6 36.2
Ours XL 20.8 0.68 48.1 32.0 78.3/924 92.0 DeiTHIL [ ] IN21K 87.0 52.0 89.6 40.3
DINOv2 L[] LVDI142M 303M 86.7 53.4 94.1 42.8
4M-7 L[] CCI2M T 86.6 53.4 94.4 46.8
4M-7 L (Ours) COYO 86.7 53.5 94.3 45.2
Th Iti Kl . K 1-> OQurs L CCI2M+COYO+C4 86.5 53.4 93.7 47.0
° emu tlt_as earnlng aspeCt works well- DINOv2 g ["] LVDI142M I.1B 88.0 58.7 92.5 453
one effective network for 100s of tasks. 4M-7 XL[0]  CCI2M 870 550 96.1 48.1
. 4M-7 XL (Ours) COYO 1.2B 87.1 56.1 96.5 473
* Long-way to go in terms of transfer/emergence. Ours XL CC12M+COYO+C4 87.1  56.0 96.5 48.4




=PFL Jooking correct vs being correct '

Zamir

Text Prompt: a giant gorilla at the top of the Empire State building.

00 00 a0 1000 1200

4M without co-training with LLM/T5 4M with co-training with LLM/T5



Reasoning &
Test-Time
Compute




=PFLSolving a task via
coding

Query: How many muffins can each kid have for it to be fair?

Generated Code

def execute_command( image):
image_patch = ImagePatch(image)
muffin_patches = image_patch.find("muffin")
kid_patches = image_patch.find("kid")
return str(len(muffin_patches) // len(kid_patches))

41

Execution RS
image_patch. find( "kid")

muffin_patches =
image_patch. find( "muffin”)

» len(muffin_patches)=8
» len(kid_patches)=2

»8//2 = 4
/ 4 . [Result:4

def execute_command(image):
image_patch = ImagePatch(image)
drink_patches = image_patch. find("drink")
for drink_patch in drink_patches:

if alcoholic == "no":
return drink_patch
return None

ViperGPT: ViperGPT: Visual Inference via Python Execution for Reasoning

https://viper.cs.columbia.edu/

drink_name = drink_patch.simple_query("what is this?")
alcoholic = Llm_query(f"Does the {drink_name} have alcohol?")

»drink_name = ‘tullamore dew’
»alcoholic = ‘yes’

s
=

Result:
»drink_name = ‘bacardi’

»alcoholic = 'yes'

»drink_name = ‘gin’
»alcoholic = ‘yes’

»drink name = 'dr pepper'
‘*\l »alcoholic = ‘no’


https://viper.cs.columbia.edu/

=PFLSolving a task via
coding

Query q Visual Input z

“Which pet is in
the top left?”

l

ViperGPT Generated Code 2
v def process_query function(image):
image_patch = ImagePatch(image)
COde LLM 1 pets = image_patch.find("pet")
7‘- pets_sorted = ...

return result

API Specification Gode Exacation i

Python Interpreter

def sxlsta(inage, object_name) -> bool: +

APl Implementation

Result: “shiba inu”

ViperGPT: ViperGPT: Visual Inference via Python Execution for Reasoning
= https://viper.cs.columbia.edu/



https://viper.cs.columbia.edu/

P

L=
[

L Solving a task via

coding

Query q

“Which pet is in
the top left?”

Visual Input =

ViperGPT
Code LLM
T

API Specification

t5(insge) -> torch.Tensor
def sxlsts(inage, object_name) -» bool:

(text) -> text

Generated Code z

def process_query function(image):
image_patch = ImagePatch(image)
pets = image_patch.find("pet")
pets_sorted = ...

return result

Code Execution ¢

Python Interpreter
+

APl Implementation

Result: “shiba inu”

Query: pizza front

Generated code

def execute_command(image):
image_patch = ImagePatch(image)
pizza_patches = image_patch.find("pizza")
pizza_patches.sort(key=lambda pizza: pizza.compute_depth())
patch_return = pizza_patches[@]
return patch_return

Execution
pizza_patches = image_patch.find("pizza")
» pizza_patches= {List[ImagePatch]}

pizza_patches.sort()

pizza.compute_depth()

patch_return = pizza patches[@]

return patch_return Result:

ViperGPT: ViperGPT: Visual Inference via Python Execution for Reasoning

https://viper.cs.columbia.edu/

43


https://viper.cs.columbia.edu/

P

L=
[

L Solving a task via
coding

def

def

def

iner_list(l: list):
‘"Return st witt

return [i + 1 for i in 1]

solution(lst):

*"Given

3 non-en

that are in even f

return sum(1stli] for i in range(0,len(lst)) if i % 2 == 0 and 1st[i] % 2 == 1)

encode_cyclic(s: str):

groups = [s[(2 * 1):min((3 = 1 + 2), len(s))] for i in range((len(s) + 2) // 3)]

groups = [(group[1:] + group[@]) if 1(group) == ! else group for group in groups]
return "*,j0in(groups)
decode_cyclic(s: str):

Returns decod tring

takes as input string encoded with encode_cyclic function

groups = [S[(3 * 1):min((3 # i + 3), len(s)] for i in range((len(s) + 2) // 3)]
groups = [(group[-1] + groupl:-11) if len(group) == 3 else group for group in groups]
return “*.join(groups)

Figure 2. Three example problems from the HumanEval dataset, where the probabilities that a single sample from Codex-12B passes unit
tests are 0.9, 0.17, and 0.005. The prompt provided to the model is shown with a white background, and a successful model-generated
completion is shown in a yellow background. Though not a guarantee for problem novelty, all problems were hand-written and not
programmatically copied from existing sources. Random problems and samples can be found in Appendix B.

Codex: Evaluating Large Language Models Trained on Code. OpenAl
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=PFL Test-Time Compute

Distance from
Equilibrium

800

No Thinking

Noam Brown

45



=PFL Test-Time Compute

Distance from
Equilibrium

800

No Thinking

Noam Brown

Top Human Performance

No Thinking
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=P7L Test-Time Compute "

[Input] Roger has S tennis balls. He buys 2 more cans of tennis

O balls. Each can has 3 tennis balls. How many tennis balls does he
m have now? [Rationale] Roger started with S balls. 2 cans of 3 tennis
balls cach is 6 tennis balls. 5 + 6 = 11. [Output] The answer is 11.
Rationale Refinement o
_ g Rationale Verification
Input A, Rationale A, Output A
y
Rationale* 1
Exemplars 4 | Input B, Rationale B, Output B
—'[ LLM Rationale* 2 Output*
_| Input C, Rationale C, Output C
Rationale* 3
Input*

Rationale Exploration

Towards Reasoning in Large Language Models: A Survey: Huang & Chang. 2023



=PFL Test-Time Compute

o1 AIME Math Exam
Performance

OpenAl o1

Thinking Time

Noam Brown




=PFL Multimodality as self-Supervision

Cross-Modal Learning




=PFL Multimodality as self-Supervision )

Learn from the entire world/internet
with few modalities

Zamir

Learn from the test space only
with rich modalities

Test Space

h\

|lf.ﬂ|

Robotics VR devices

S

T

Cross-Modal Learnina

.
= Limit the world to the test space and ™ <C)
“overfit” to it. N\

= Can we perfectly solve vision there?




=PFL Multimodality as self-Supervision

Test Space

B
. Test-Space Training (TST): Investigates the role of % 15
- 1) specialization, in contrast to generalization. el VRdTmes

Robotics —
. 2) internetdata in training (multimodal) FMs. ‘fﬁ%
Dome;;i; A:_slistants
Generalist Pre-training : Test Space Training
Pre-training — Pre-training —

Extornal Data Test Space ' Test Space Test Space

(Internet, Non-Test Spaces)



Test-Space Training

1. Data Collection 2. Pre-training
Test Space Test Space

Self Supervised
Pre-training

Multimodal Data

Multimodal Sensory Data Additi (Opti

3. Transfer

External Dataset

Transferring
(the Pre-trained

Model)

4. Deployment

Test Space

Captioning
Transferred
Model

Detection Segmentation
Transferred Transferred
Model Model

v

v

A room with a white

2 plant on a small stand
[beside it, and a large
miror on the right wall

Image
Captioning

Object Semantic
D i S i




Experimental results
In Scannet++, Replica, THOR
On semantic segmentation, detection, captioning.

Scannet++1
DSLR Image

Tmme-resolution Laser Scan

iPhone RGB-D

1. Yeshwanth et al. 2023
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Semantic Segmentation
Vs. internet-based generalists

Input Ground Truth Test-Space Training (Ours)

DINOv2

light}




Semantic Segmentation
Vs. task specialists

Input Ground Truth Test-Space Training (Ours) Mask2Former

L &
llight§ curtain —1
st bamsmase i plant

books i~
waule

blanket
v




Detection

Ground Truth Test-Space Training (Ours)
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Quantitive comparison

Semantic Segmentation

* TST outperforms internet based generalists!’-2:3], and task specialists(4.3l.

TST-MM

Replica

CLIP! DINOV22 4M-213 S Task
pecialist4
[ ] [ ] [ ] [ ]
Scannet++
40 40
33 33
- 26 - 26
O O
£ 19 E 19
12 12
5 5

1. Radford et al. 2021
2. Squab et al. 2023
3. Bachmann*, Kar*, Mizrahi* et al. 2024

4. Cheng et al, 2022 o




Adaptation

Adapt a pre-trained generalist vs. train from scratch

TST-MM TST-MM
(from scratch) (Adapted from 4M-211)

[ 1] [ 1] [ 1]

4M-211

65

52

39

26

Task Performance

13

0

Semantic Segmentation Object Detection Image Captioning

1. Bachmann?*, Kar*, Mizrahi* et al. 2024



Analysis

Analysis 1. Is “specialization” actually happening?



Analysis

Analysis 1. Is “specialization” actually happening?

Evaluate
(Semantic Segmentation mioU)

Pre-training




Analysis

Analysis 2. Specialization-generalization tradeoff

Training spaces

@;@W
2

A D
Bl — (.

60 O
) ] ©
© o
Test spaces wn
2 ——& - 55 =
% " —Hl- Specialization O
= =M= Generalization | g5 ©
=48 T M )
o ..
47 . . . —
&
1 5 1500 3000

61

Number of Pre-training Spaces



Analysis

Analysis 3. How much external data is the test-space data worth?

Test-Space Training

A

External data

IID non-test spaces

i
%

B

,{I}
—
(e

Pre-training

A

A

62

—l— non-test spaces
- =+ TST, test space
— =+ no pre-training

1 5 1500 3000
Number of Pre-training Spaces



Analysis

Analysis 4. What about other self-supervised objectives?

1. Data Collection 2. Pre-training 3. Transfer 4. Deployment

Test Space Test Space External Dataset Test Space

. Transferrin Captioning Detection Segmentation
—_— Se'lfri:;?;\i/;sed —_— (the Pre-train%ad —_— Transferred Transferred Transferred
Multimodal Data 9 Model Model Model
‘Multimodal Sensory Data Additi (Opti * * *
==
Image Object Semantic
Captioning D i S i




Analysis

Analysis 4. What about other self-supervised objectives?

65

Semantic Segmentation

1 TST

46.29

60.85

55.1

TST-MAE

TST-DINO

TST-MM




Analysis

Analysis 5. Is one modality doing most of the job?

RGB-Only TST-MM TST-MM
drop 1 modality

] ] ]
OO [oeeeeerreeeeesssm e g

o

S

= 88

=

|-

g__ 76

O

o 64

=

-]

5 s

o

40 RGB |mageb|nd Detection Surface Canny Depth CLlP SemantIC SAM All
only Normals Edges Segmentation Edges Modalities

[

< Dropped modality >
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=PFL Tokenization

Tokenization 4M multi-modal masked pre-training

Randomly sample
@ a fixed number of

2 3 : target tokens
\ Encoded tokens
:z: ==y A |8l fel i 2l gl (o [E [E| C
1 1
0 L S
g .
1
]
25 _| aMm | aMm
il Transformer . - Transformer
8 9 : encoder o decoder
1
Caption A B C !
asmallgonferonce_,DEF: TTTTTTTTTT TITTTTTTTT
room with two
1233531‘%‘,;:?“ @ : 2 4 9o |5 FEEIENEA A G 1([8 | 6]|7] 2] &|ic]iDi RE] \B
5 6 1 A
7 8 9 Bounding boxes £1181 1S 1 ! Randomly sample ;
sk, ~BEE o a ixed rumber of eft-sited tokens (or seauences)

66



=PFL Tokenization

Spatial discrete VAE with diffusion decoder: RGB, normal, depth, edges

* Noised image

il 29 E3
ViT Diffusion
encoder VG| (456 decoder
7|8 |9

VQ-VAE quantization loss

» Diffusion loss

MLP discrete VAE: Human poses, DINOv2 & ImageBind global tokens

Reconstruction loss

Tokenization

Caption

room with two
2 3  grensofasanda
light blue wall
g g Bounding boxes

xmax=0.62 ymax-0.
ohair ..

asmall conference .

xmin-0.46 ymin-038 =+ D
0. 55

® o
© o

(] o
o @
1

rrrrrrrett

4M multi-modal masked pre-training

Randomly sample

---------------------------------------- @ a fixed number of

target tokens
Encoded tokens

trrertrrtt

4M 4M
Transformer o - > Transformer
encoder e decoder
trrrttrrrt (100 T A U R R O
2 4 9 6 BEEIENEY A G 1([86]7] 2] 8|S IE B

A
! Randomly sample
a fixed number of
input tokens

Mask tokens (for images) &
left-shifted tokens (for sequences)

67

Spatial discrete VAE: Segmentation, CLIP, DINOv2, ImageBind, SAM inst.

ViT
encoder

il h2) 3
VQ| 4 5 6 | ViT decoder
7 8] 19

VQ-VAE quantization loss

» Reconstruction loss

Sequence tokenizer: Text, bounding boxes, metadata, color palette

In bamboo thickets,
A red panda's gentle
gaze,
Autumn's calm
embrace.

In bamboo thickets,
A red panda's gentie

gaze,
Autumn'’s calm
embrace.




Token-based generation

Common way to perform generation:

Stage 1: Train tokenizer with autoencoding objective

Image Reconstruction

Tokens
IIII

‘ K ‘ P snpn m— -

Tokenize HBET  Detokenize

68



Token-based generation

Common way to perform generation:

Stage 1: Train tokenizer with autoencoding objective
Reconstruction

Tokens ji_u
IIII '

| ey gy — "‘:"

Tokenize WHET  Detokenize

Stage 2: Perform next-token prediction on image tokens

| ' Next-token prediction
HEEN
EEEE  Flaten HEEEETEENEEEEE-|

69



Token-based generation

Common 2D grid tokenizers images represented with a fixed number of tokens,
regardless of complexity.

l * ANNANNANEEEEEEEE

e.g. 16x16 tokens
e.g. 256x256 pixels e.g. 256x256 pixels

e.g. 16x16 tokens



Token-based generation

Common 2D grid tokenizers images represented with a fixed number of tokens,
regardless of complexity.

Autoregressive generation is performed ~patch-by-patch.
1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 token

1]
[
! I

golden retriever

Raster 2D-grid
tokens with
autoregressive
decoding




Abstraction — Compression
Do we need to model every detail, all the time?

g°|den retriever ™ =m ST e 0 EEEEEEEESS - . e H - 000 EENEEEEEEE e EEE

FlexTok

Flexible-length
1D token
sequences with
autoregressive
decoding




FlexTok overview

Classical 2D grid tokenizers

Tokens represent
local image
information

73



FlexTok overview

Classical 2D grid tokenizers

WEmm  Tokens represent
EEEE {ocal ime}ge
NEEN information

FlexTok 1D flexible length tokenizer

High-level
semantics

T Innlll | EEEEEEEEE
Tea a4 8

Details
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FlexTok method

Overview

Stage 1
FlexTok tokenizer training

. Quantization

ViT Encoder with 1
Registers
An 8D H

VAE latents Registers

1 Predicted flow
4a» S
(FSQ)
2 3[4 Rectified Flow
Nested Decoder
dropout
2 XX 12 MMAEBY,
I Noised latents
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FlexTok method

Overview

Stage 1
FlexTok tokenizer training

Stage 2
Autoregressive generation
using FlexTok tokens

1 Predicted flow
" Quantization Ax S0
(FSQ)
ViT Encoder with 128 H Rectified Flow
Registers Nested Decoder
dropout
An S0 W1 2XX 12 MMAKBY,
VAE latents Registers L Noised latents
o T FEE Y
1 2314
"a, blue AR
porsche Transformer

S 1 2 3
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FlexTok method

Stage 1: Tokenizer training

[ 1 Predicted flow
Quantization AR ﬂ B
(FSQ)
ViT Encoder with 1 28 H Rectified Flow
Registers Nested Decoder
dropout
An S0 B 12XX 1 2MMAYGY

VAE latents Registers | X Noised latents




FlexTok reconstruction
Specify a coarse-to-fine "visual vocabulary"

Original RGB




FlexTok reconstruction
Specify a coarse-to-fine "visual vocabulary"

256 tokens  Original RGB

- G
‘1
>
¥ W
T

& @
ST M a0
<] <=




FlexTok reconstruction
Specify a coarse-to-fine "visual vocabulary"

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens  Original RGB

&

® ® @
< S ‘-&\ <
s ——]
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Autoregressive generation
Class-to-image

1token 4 tokens 8 tokens 16 tokens

golden retriever
(207)

volcano
(980)

flamingo
(130)

32 tokens

64 tokens

128 tokens

256 tokens

81



Autoregressive generation
Text-to-image

okens
SN |

P

"A cutting board
topped with
bread, meat and
vegetables."

"A blue Porsche
356 parked in
front of a yellow
brick wall"

"a corgi's head

depicted as an

explosion of a
nebula"




Autoregressive generation
Adaptive conditioning alignment

flamingo
(130)

"a corgi's head

depicted as an

explosion of a
nebula"

1 token

2 tokens 4 tokens

INTK

80 1

70 1

60 1

50 1

Generation Specificity

~ 321

(6]
w
o

N
(o)

CLIPScore (COCO
N
o

N
~

Top-1 acc. on gen.

8 tokens 16 tokens 32 tokens 64 tokens

.

1 2 4 8 16 32 64 128256 1 2

Number of tokens

—e— FlexTok + 1.3B AR (IN1K)

—e— FlexTok + 3B AR (DFN)

4 8 16 32 64 128256
Number of tokens

—=— 2D Grid Tok + 3B AR (DFN)

128 tokens

256 tokens
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Autoregressive generation
Adaptive conditioning alignment

1 token 2 tokens 4 tokens 8 tokens 16 tokens 32 tokens 64 tokens 128 tokens 256 tokens

flamingo
(130)

"a corgi's head

depicted as an

explosion of a
nebula"

« Generation Specificity Generation Quality
z 10 20
= ol =32 < <
80 3 3 8 ]
c O 30 c r15 =
(] O = ©
@ 70 1 = ® 61 C>)
5 o 28 < L1100
g 601 §26 Zz 4] 3
© s % o 2] .\‘\H_._.—.__/75 o
a O 241 S o . 'S
= 1 2 4 8 16 32 64 128256 1 2 4 8 16 32 64 128256 1 2 4 8 16 32 64 128256
Number of tokens Number of tokens Number of tokens

—e— FlexTok + 1.3B AR (IN1K) —e— FlexTok + 3B AR (DFN) —=— 2D Grid Tok + 3B AR (DFN)



Autoregressive generation
Image generation with simple and complex prompts

1 token 4 tokens 16 tokens 64 tokens 256 tokens

. _
Different Rectified
random Flow
Simple seeds Decoder
prompt Z
"A single red AR
apple on a white
background” Transformer
) .
Different - Rectified
random Flow
Detailed seeds Decoder
prompt
"graffiti of a AR

rocket ship on a

bk wall Transformer




Autoregressive generation
Image generation with simple and complex prompts

1 token 4 tokens 16 tokens 64 tokens 256 tokens

Z
Different a Rectified 351
random Flow 4
Simple seeds ] Decoder o
prompt § 301
o
"A single red |
§ AR J
apg)lekon a Wg'te Transformer =g
ackground"
20 1= - . . . - - . .
1 2 4 8 16 32 64 128 256
Number of tokens
% —e— A single red apple on a white background
. 7 :
Different Rectified —e— graffiti of a rocket ship on a brick wall
random Flow
Detailed seeds " Decoder
prompt
"graffiti of a AR
rocket ship on a Eaneformer

brick wall"




Scaling autoregressive generation

* Prediction quality for first ~8 tokens is independent of model size

» Scaling AR model improves quality and alignment when predicting >32 tokens

9.0 1 =
~ 8 29.0
] o 1
® 8.5 Te) S
7] c 28.5
2 8.0 T g ] :
2 < 28.0
c 7.5 - §
= Z 4] o 27.5
= [e]
7.0 [}
— 7.0 o { m 27.0
L Q 1
S 2 4 o
6.5 1 -
O 26.5 b, T T T T T T T T
1 2 4 8 16 32 64 128 256

0 100K 200K 300K
Training iterations Number of toker
AR Size: 49M 85M 201M = 393M — 679M -— 1.33B

Number of tokens
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=PFL. Benchmarking popular multimodal FMs

How well does GPT-40 understand vision?

Classification Object Detection Segmentation

Input Image Zebra,
{‘\«\ / I/ ‘\ \g =%

Surface Normals

GPT-40 predictions

https://fm-vision-evals.epfl.ch/

How Well Does GPT-40 Understand Vision? Evaluating Multimodal Foundation Models on Standard Computer Vision Tasks
Ramachandran, Garjani, Bachmann, Atanov *, Kar *, Zamir *. arxiv 2025.

Zamir


https://fm-vision-evals.epfl.ch/

PFL. How to extract a non-textual task from chatbots?

e.d., semantic segmentation from chatGPT?

Input Image

Superpixel 2 Multi-Scale Pyramid

Superpixel 1
Predicted Class

Sky
A

Input Prompt

Specify the class of the
object in this superpixel

Superpixel 2
Predicted Class

Locomotive o000
A

Zamir



=PFL Predictions
(GPT-40)




=PFL Predictions
(GPT-40)




L
=

P~L The results

Classification
(Accuracyt)

100. 1.

Surface
Normals 0.8

(M

o L
Grouping
(mloUT)

https://fm-vision-evals.epfl.ch/

GPT-40

Gemini 1.5 Pro

Claude 3.5 Sonnet
Qwen2-VL 72B

Llama 3.2
State-of-the-Art
State-of-the-Art + Chain

Object

100 Detection

(AP@0.5T)

Segmentation
(mloU 1)

Zamir

Key Takeaways

- Not state-of-the-art but respectable
generalists.

- Stronger at semantic tasks than
geometric tasks.

- GPT-40 outperforms other models across
most tasks.

How Well Does GPT-40 Understand Vision? Evaluating Multimodal Foundation Models on Standard Computer Vision Tasks,

- Ramachandran, Garjani, Bachmann, Atanov *, Kar *, Zamir *. argiv 2025.


https://fm-vision-evals.epfl.ch/

=PFL Summary

RGB modalities Edge modalities

RGB Color palette SAM edges

Canny edges

Geometric modalities

Text modalities
Surface 3D human - n T5-XXL
Depth normals poses Caption embeddings Web text
\ Any-to-any model / Albany

s ~ .Intemational
- EEE Gettng ready for e aorar

1 " center for the

S S o o o ¢ Capital Region,

RRRNRRN Northeastern ...

Transformer I_, Transformer
encoder decoder
Semantic modalities Metadata modalities
Bounding Semantic SAM Pttt Pttt Image Semantic Geometric
boxes segmentation instances U | | | m | | J, metadata metadata metadata
Orig. res.: 512x512 #H 7 N
Pl ™ org ooy | pmae || coomae
4ng an Cpntrast:_4 5'1/3 Objectngss_: 40.;% Occlzsionyécore?
Feature map modalities Global feature modalities e e | okl 25%
DINOv2 ImageBind DINOv2 ImageBind
CLI(I;"ié‘%aétgres features features features features
(dense) (dense) (global) (global)

* 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023.
* MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022
* 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.

Zamir




=PFL Summary

= A scalable versatile multi- EEETEIE (S
modal/Multi-task foundation model
Geometric modalities

= Ultimate goal: a grounded world o e o m .. e T

normals poses Gaption embeddings

Web text

Zamir

13 H ” | ~— -
model. A “foundation”. — "\ Any-to-any model A .
E : \ - ST / Geting ey for @ e
(SLERI L LI R I Q | Wb

Transformer | !, | Transformer
encoder decoder

el “

Semantic modalities Metadata modalities
Bounding _ Semantic saM LA f Image Somantic  Geometric
boxes segmem,zmon instances HEE metadata metadata metadata
- o— == rig. s 512512 iumans: "
s i
5% o oom 5%
e

Feature map modalities Global feature modalities
DINOv2 ImageBind DINOv2 ImageBind

O aatares  features features features features
(dense) (dense) (global) (global)

* 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023.
* MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022
* Craik, Kenneth. The nature of explanation. Vol. 445. CUP Archive, 1967.



=PFL Summary

Zamir

THESE CHARTS SHOW MOVIE CHARACTER INTERACTIONS,
THE HORIZONTAL AXIS 15 TIME. THE VERTICAL GROUPING OF THE
LINES INDICATES WHICH CHARACTERS ARE TOGETHER AT A GIVEN TIME.

LORD oF THE RINGS

= A scalable versatile multi- S———
modal/Multi-task foundation model ===

= Ultimate goal: a grounded world I [
model. A “foundation”. ——s

» (Long-form) Video understanding

3D Feature Field

Exlract Dense
2D Features

Shen et al., 2023

* 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023.
* MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022
* 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.



=PFL Summary

A scalable versatile multi-

modal/Multi-task foundation model

Ultimate goal: a grounded world

model. A “foundation”. ‘_.
&."
(Long-form) Video understanding as

Learning in higher-level spaces

Q&‘
NSV

* 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023.
* MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022
* 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.

Zamir



=PFL. Summary il

4 i
Microphones — \ g
@ __— Pressure sensors

Ultrasonic sensors — y;l,//
"" y - k&.\
= A scalable versatile multi- = AR T e
modal/Multi-task foundation model mertlalsensors Sy A AL W&,
. i " Tactile sensors
= Ultimate goal: a grounded world m . e
model. A “foundation”.
= (Long-form) Video understanding Py T

Ambient Pressure

Light Sensor

Learning in higher-level spaces 03 mager
Physical/MM self-supervision

sensor

Fingerprint
sensor

Magnetometer

Accelerometer Gyroscope

Humidity sensor Microphone Touch sensor

* 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023.
* MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022
* 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.

Zamir



=PFL Summary

A scalable versatile multi-
modal/Multi-task foundation model

= Ultimate goal: a grounded world
model. A “foundation”.

= (Long-form) Video understanding
= Learning in higher-level spaces

= Physical/MM self-supervision

= Multimodal in-context learning

= Reasoning

= Co-training

= Inducing emergence

* 4M: Massively Multimodal Masked Modeling, Mizrahi, Bachmann, Kar, Yeo, Gao, Dehghan, Zamir. NeurlPS 2023.
* MultiMAE: Multi-Modal Multi-Task Masked Autoencoders, Bachmann, Mizrahi, Atanov, Zamir. ECCV 2022
* 4M-21: An Any-to-Any Vision Model for Tens of Tasks and Modalities, Bachmann, Kar, Mizrahi, et al., 2024.

Zamir
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Questions?




Roman
Bachmann

Mingfei
Gao

Jiming Hu

David Oguzhan
Mizrahi Kar

David Soganq
Griffiths Salehi

Dehghan

Ali
Garjani

Atanov

Andrew
Spielberg

Multimodal
Learning

https://4m.epfl.ch/
https://visual-morphology.epfl.ch/
https://viper.epfl.ch/
https://amirzamir.com/

=PrFL
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